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Abstract— River flow forecasting is pre-requisite for water resources planning and management. Artificial neural networks (ANN) can 
analyze the processes, simulate the phenomena, perform linear and nonlinear forecasts in conditions where the details of the relationships 
between the insidious parameters are not available. Being flexible in structure it can recognize the complicated relationships among input 
and output data. This study describes the use of different Artificial Neural Networks (ANN) for stream-flow forecasts in the Indus river flows. 
Three distinct ANN models, feed-forward backpropagation networks, radial basis networks, and recurrent neural networks were applied for 
modeling the stream flows at Guddu, Sukkur and Kotri Barrage gauges’ data. Daily Discharge Data was available from 1970-2015, it was 
divided into three sets, i.e. training data (calibration), test while training data (verification), and forecasting data. The RMSE of the feed-
forward backpropagation neural networks, radial basis neural networks, and recurrent neural networks were obtained 0.083, 0.058, and 
0.078 respectively. The Feed-forward and recurrent networks produced the superior results of forecasting. The results specify that the ANN 
has the capability to forecast the stream flows at the rivers where data about the other hydrological parameters are difficult to obtain.  

Key Words— Water Resources Planning and Management, River flow forecasting, Indus River, Artificial Neural Networks, Feed-forward 
backpropagation, Radial Basis Networks, and Recurrent Neural Networks 

——————————      —————————— 

1 INTRODUCTION                                                                     
loods are one of the most devastating and frequently oc-
curring natural disasters which strike numerous regions 
in the world each year. According to World Meteorologi-

cal Organization (WMO) report (2011), during the last 
decades, the trend in flood damages has been growing expo-
nentially. The development of hydrological forecasting and 
warning systems is, therefore, a fundamental and crucial ele-
ment in provincial and national planning. From 1930, the 
world has undergone over more than 200 deadliest floods in-
cluding China’s Yellow and Yangtze River flood, Netherland’s 
St. Lucia's flood, Bangladesh’s monsoon floods, Iran’s flood, 
Barcelona’s flash flood, South and North Korean floods etc. 
These floods brought almost 8 million deaths across the globe. 
The statistics are shown by statista.com and worldmapper.org 
just the flood of China (July 1931) led to 3.7 million deaths and 
30.7 billion U.S. dollars economy’s loss.  
Pakistan is also one of the most affected countries where 
heavy flood comes after every third or fourth year. According 
to the Federal Flood Commission (FFC) report, Pakistan has 
observed 20 major floods from 1950 to 2015. These floods af-
fected 599,459 square kilometers’ area, snatched 11,239 pre-
cious human lives, and caused losses worth over 39 billion 
U.S. dollars to the national economy. Due to heavy floods in 
2010, 2011 and 2012, Pakistan lost 3,072 precious lives and had 
a monetary loss of $16 billion. United Nations Secretary-
General Ban Ki-Moon interpreted 2010’s Flood as the worst 
disaster he had ever witnessed. An estimated one-fifth of Pa-
kistan's total land area (62,000 square miles) was submerged 
by the flooding. The flood is approximated to have eventually 
affected more than 20 million Pakistanis, damaged 1.9 million 
households, caused $9.7 billion economy’s loss and demo-

lished more 39 health care units. According to Pakistan Na-
tional Disaster Management Agency (NDMA) flood, 2010 
caused 1,802 deaths and 2,994 injuries. Therefore, it is essential 
for Pakistan to develop an effective and efficient stream-flow 
flood forecasting systems so that huge financial and human 
losses can be saved. 

 
1.1 ARTIFICIAL NEURAL NETWORKS 

 
ANN modeling is a nonlinear arithmetical method; it is capa-
ble for simulations that are not possible by using typical statis-
tical and mathematical models [1]. The ANN models could be 
described by the elements: nodes, weights, and transfer func-
tion. Usually, neural networks are trained, as an input indi-
cates to a certain output or target as shown in fig. 1 below. The 
network is modified using various trial and error iterations, 
based on a contrast between the output and target, till the 
network resembles the target. 
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Fig. 1. Schematic Diagram of the neural networks 
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1.2 BACK PROPAGATION NETWORKS 

 
The backpropagation indicates that the gradient is figured for 
nonlinear multilayer networks. Backpropagation integrates 
the Widrow-Hoff learning rule, multiple-layer networks, and 
nonlinear differentiable transfer functions. Input vectors and 
the subsequently targeted vectors are employed to direct the 
networks till the approximation of the function, secondary 
input vectors including output vectors, or organize input 
vectors in a suitable way as stated by you. Mostly, the linear 
transfer function purelin is utilized in backpropagation. 
A basic neuron having R inputs is illustrated in fig.2. Each 
input is biased with a suitable w. The total weighted inputs 
and the bias forms are put into the transfer function f. Neu-
rons might engage any differentiable transfer function f to 
produce their output.  

 
 

1.3 FEED-FORWARD BACKPROPAGATION NEURAL 
NETWORKS (FFNN) 

 
Generally, the feed-forward ANN is used for the linear fore-
cast. The network's architecture consists of layers and nodes 
within all layers. Every single node in input and inner layers 
obtains input values, and the weights administer and for-
wards to the subsequent layer. The total number of neurons in 

the layers at input and output are decided by the numbers of 
parameters. The architecture of the feed forward model is 
shown in Fig. 3.  
Here, the i, the input, j, the hidden, and k represents the out-
put layers. The ‘w’ shows the weight of the nodes. Subscripts 
specify the connections between the nodes.  
Feedforward networks might have more than one hidden lay-
ers of transfer functions followed by linear neurons output 
layer. Several layers of neurons along with nonlinear transfer 
functions let the network to learn linear and nonlinear correla-
tions linking input and output vectors. 
 
 
1.4 RADIAL BASIS NETWORKS 

 
Radial basis functions (RBF) are robust techniques in multidi-
mensional forecasts. It works on the radius or the distance 
from the center. These radial functions could be utilized in the 
interpolation and smoothing of data. Radial basis functions 
are introduced as the replacement of the sigmoidal transfer 
function. The RBF mostly have 3 layers, input, the hidden (i.e. 
non-linear radial), and an output layer. Radial basis functions 
usually require extra neurons than any backpropagation net-
works, and they are capable of forecasting in a time fraction to 
train standard feed-forward networks. 

 
 

1.5 RECURRENT NEURAL NETWORKS (RNN) 
 

Recurrent networks having two layers and work on the prin-
ciple of the backpropagation, they might have an additional 
path for feedback from the hidden layers output to its input. 
This feedback connection enables Recurrent networks to rec-
ognize, to train, and to produce the spatial and temporal pat-
terns. Hydrological forecasts are made in the Recurrent net-
works are based on the prior series values dependent on the 
persistence components. A primary step in designing Recur-
rent networks is the hidden neurons selection. In RNN, the 
target function is unspecified, therefore it is tricky to predict 
the optimal network size. The appropriate network should be 
balanced neither overfit nor underfit the data. 

 
1.6 STUDY AREA 

 
Sindh being the lower riparian of Indus river and having a 
subtropical region with relatively flat topography is affected in 
both situations of rain and no rains. It remains hot in summer 
and bit cold in winter. Temperatures often rise above 40 °C 
(between May-August), and the least average temperature of 1 
°C occurs in December and January. This research was con-
ducted on Guddu, Sukkur and Kotri Barrages of Sindh. 1) The 
Guddu Barrage is in Kashmore District of Sindh it controls 
water for irrigation and flood control purposes. 2) The Sukkur 
barrage is located near Sukkur District and having the dis-
charge capacity of 1.2 cusecs. 3) Kotri Barrage is located be-
tween Hyderabad and Jamshoro (last barrage on Indus River 
and Pakistan at downstream). During this study, the stream-
flow is forecasted at above mentioned three Barrages. The Da-
ta of the 46 years (1970-2015) discharges of Guddu, Sukkur 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Feedforward Artificial Neural Network 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Back Propagation Network IJSER
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and Kotri Barrages was used for forecasting.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
2 LITERATURE REVIEW 

 
Hydrologists and engineers used the skills of distributed, 
lumped, stochastic and time series models for predictions [1, 2, 
3, & 4]. Conceptual and physically based models normally 
consider all the physical processes involved in the Rainfall and 
Runoff process and time series stochastic models is compli-
cated due to non-stationary behavior and nonlinearity in the 
data. These models usually need a big expertise of the modeler 
[5]. Recent development in the field of the hydrological 
modeling is the Data-Driven Modelling that uses the machine 
learning mechanism. The DDM is based on the data analysis 
by finding the connections between input, internal and output 
variables [6]. Approximately, from the last two decades, Ar-
tificial Neural Networks (ANNs) has emerged as a powerful 
computing tool in DDM for highly complex and nonlinear 
systems. ANNs consist of many simple processing elements 
called neurons or nodes. Each node is then connected to other 
nodes by means of direct links. Each link is associated with a 
weight that represents the strength of the outgoing signal. The 
processing of each node is carried out in two steps, that is, the 
weighted sum of the inputs is taken, and is followed by the 
application of the activation fiction computer. They are charac-
terized by (1) their patterns of connections between the neu-
rons (called its architecture), (2) their methods of determining 
the weights on the connections (called their training).  
ANN was first developed in the 1940s [7], and the develop-
ment has experienced a renaissance with Hopfield’s effort [8] 
in 5 iterative auto-associable neural networks. Many research-
ers [for example 9, 10, 11, 12, 13, & 14] have shown that an 
Artificial Neural Network is capable of simulating runoff from 
rainfall. Once the ANN is properly trained, the computational 
time is small. One difficulty is that the ANN is a "prisoner of 
its training data" because the predicted values will not be 
greater than the maximum trained value put into the ANN 
[15]. It is generally accepted that ANN cannot extrapolate 
beyond the range of the training data [16 & 17.)]. Approxima-
tions in determining stage–discharge relationships or changes 
in the cross section of the stream after a flood, for example, 

may affect the accuracy of measurement [5]. Abraham used an 
artificial neural network with scaled conjugate gradient algo-
rithm (ANN-SCGA) and evolving fuzzy neural network 
(EfuNN) for predicting the rainfall time series [18]. In the 
study, monthly rainfall was used as input data for training 
model. Another application was described by Koizumi [19], 
who employed an ANN model using radar, satellite, and 
weather-station data together with numerical products gener-
ated by the Japan Meteorological Agency (JMA) Asian Spec-
tral Model for 1-year training data. Koizumi found that the 
ANN skills were better than persistence forecast (after 3 h), the 
linear regression forecasts, and numerical model precipitation 
prediction [20]. 
Past research presents the successful applications of ANN 
models in the simulation of future runoffs with a high degree 
of accuracy compared ANN and Box & Jenkins techniques and 
concluded that ANN is an improvement on Box & Jenkins 
model. [25, & 26]. 
In Pakistan, many of the prediction has been made by using 
ANN for the inflation rate, veterinary (prediction of the live 
weight), for stock exchange [27, & 28]. The ANN was also 
used to measure the Rainfall-Runoff in Hub River catchment 
located in Karachi [29]. In the downstream of the Indus River 
where the problem is most severe (which is affected in both 
flood and drought cases) any forecasting model including the 
ANN was not used before. In this study, the Feed forward 
ANN is used to predict the Indus river flows at Sindh.  

 
3 METHODOLOGY  

 
Different artificial neural networks (feed forward, back propa-
gation, and radial based neural network) are used to forecast 
the stream flow of River Indus at Guddu, Sukkur, and Kotri 
Barrages. They have been widely used for hydrological appli-
cations because they are simple, accurate and allow high 
processing speeds. The Discharge Data for the 46 years (1970-
2015) of the above-mentioned Barrages was acquired from 
WAPDA. It was divided into three sets. I.e. training data 
which is used to minimize the error of the model (calibration), 
while the testing set was used to check generalization capabili-
ty as calibration proceeds (verification), and forecasting data 
[23, & 30]. According to previous work and recommendations 
by various researchers, the 75% of the data must be dedicated 
to training (calibration and verification) and 25% for forecast-
ing purpose. The training data was further divided into a 
2/3rd part of the training set and 1/3rd for the testing set [16, 
& 31].  

 
 
3.1 EVALUATION CRITERIA 

 ROOT MEAN SQUARE ERROR (RMSE) 
 
The scaled RMSE (R) is the ratio between Root Mean Square 
Error and the standard deviation of observations σ. A predic-
tive model having very satisfactory performance, if the scaled 
RMSE’s result is less than 0.5 and satisfactory if it is less than 
0.7. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Study Area, Guddu, Sukkur and Kotri Barrage 
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R = RMSE/σ 

 

 RMSE =  
 

Here y, o and Nv are representing the predicted, observed 
values and the number of target data used for testing. 

 
4  RESULTS 

4.1 FEED-FORWARD BACKPROPAGATION NETWORKS  
 
To acquire the optimal number of hidden nodes, 2, 3, 4, 5, and 
7 were tried. In this array, the model, having 5 inputs and 
three hidden layers with 2 nodes and 1000 iteration numbers, 
showed the best performance. During the performance evalua-
tion of the forecasts made by any Artificial Neural Networks 
model, to calculate the average prediction error and the distri-
bution of these errors are equally important. The statistical 
performance evaluation criteria used in this study are R2 and 
RMSE. Table 1 below shows the statistical tests results for 
feedforward network during the simulation at Guddu barrage 
in the test phase. 

 
TABLE 1 FEED FORWARD STATISTICAL RESULTS FOR TEST PERIOD 

4.2 RADIAL BASIS NETWORKS 
 
Various numbers of hidden layer neurons are tested to obtain 
the best radial basis network. After many trial and error prac-
tices, RBN model, having 6 inputs and 8 spread constants, and 
800 iteration number, gave the best results. Table 2 below 
shows the statistical tests results for radial basis networks dur-
ing the simulation at Sukkur barrage in the test phase. 

 
TABLE 2 RADIAL BASIS NETWORK STATISTICAL RESULTS FOR TEST 

PERIOD 

 4.3 RECURRENT NEURAL NETWORKS  
 
The 6 inputs and one hidden layer having iteration numbers 
15000 were obtained after the trial and error practices for re-
current networks. The Artificial Neural Networks are very 
sensitive for the hidden layers nodes. A very few can under-
predict and too many nodes might produce the over-

predictions.   
 

TABLE 3 RECURRENT BASED STATISTICAL RESULTS FOR TEST  
PERIOD 

 
In this research, different neural networks feed forward back 
propagation, radial, and recurrent basis networks were em-
ployed to forecast the Indus River stream flows and the mod-
els were applied to daily stream flows of Guddu, Sukkur and 
Kotri Barrages located at Indus river. The RMSE of the feed-
forward backpropagation neural networks, radial basis neural 
networks, and recurrent neural networks were obtained 0.083, 
0.058, and 0.078. While, the mean R2 were obtained 0.94, 0.87, 
and 0.944. The Feed forward and recurrent networks pro-
duced the reliable forecasting results. 

 
 

 
 

Statistical Test 2004 2005 2006 2007 
RMSE 0.0778 0.0224 0.0919 0.0380 
R 0.8389 0.9993 0.9888 0.8971 
R2 0.7932 0.9271 0.9354 0.8396 

Statistical Test 2004 2005 2006 2007 
RMSE 0.1725 0.0596 0.0481 0.0502 
R 0.96474 0.9797 0.9854 0.9686 
R2 0.9337 0.9475 0.9493 0.9360 

Statistical Test 2004 2005 2006 2007 
RMSE 0.1894 0.0047 0.0587 0.0581 
R 0.9961 0.9956 0.9774 0.9936 
R2 0.9452 0.9447 0.9472 0.9415 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.5. R-Feed Forward Networks  
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Fig.7. R- Recurrent Neural Networks  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.6. R- Radial Basis Networks  

 

Fig.8. Feed forward ANN results at Guddu Barrage (2004-2007 test period) 
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Fig. 9. Radial basis network results at Sukkur Barrage (2004-2007 test period) 
 

Fig. 10. Recurrent neural network results at Kotri Barrage (2004-2007 test period) 
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5   CONCLUSION 

Artificial Neural Networks are the powerful computing tool 
and have been successfully used all over the world for linear 
forecasts.  In this study, 46 years’ flow data of the Guddu, 
Sukkur, and Kotri gauges located at Indus river were used to 
forecast the streamflow. The three different ANN models feed-
forward, radial based, and recurrent based networks were 
employed for streamflow forecasts. The 75% of the data was 
dedicated for training of the networks while remaining 25% 
was utilized for forecasts. The Feedforward and Recurrent 
networks were found best in the production of the superior 
forecasting results and could be employed for flood and 
streamflow forecasts in the streams where the meteorological 
and hydrological data is rarely available for advanced models. 
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